
Pre-trained Language Models Return 
Distinguishable Probability Distributions to 

Unfaithfully Hallucinated Texts

Taehun Cha and Donghun Lee

Korea University

Department of Mathematics

10/1/2024



Problem Definition

• Hallucination
• Factuality: consistency to the world knowledge

• Faithfulness: consistency to the provided source text

• Trained model generation probability and uncertainty showed correlation 
with the faithfulness of a text
• Improved natural language generation via loss truncation (ACL 2020)

• On hallucination and predictive uncertainty in conditional language generation (EACL 2021)

• How about PLM itself?
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Problem Definition

• We compute two metrics
• Generation Probability (LogProb)

• Entropy

• With 24 different sizes and types of PLMs
• Encoder (BERT, RoBERTa, ALBERT)

• Decoder (GPT2, LLAMA2)

• Encoder-Decoder (T5, BART)

• On 6 data sets
• Knowledge-grounded dialogue (TC, WOW, CMU)

• Summarization (XSUM)

• Wiki-like generation (WikiBio)
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• Compare with two statistics
• Kolmogorov-Smirnov statistics

• Wasserstein distance



Distinguishability

• Regardless of model size and type, 88-98% of cases return statistically 
significantly distinguishable distributions

• Both LogProb and Entropy show significant distinguishability
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Distinguishability

• Size Effect
• Researchers tend to adopt the largest (like GPT-4) model first

• But bigger size does not guarantee better distinguishability
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• Training Effect
• Several hallucination-reduction methods utilize trained models

• But training affect distinguishability in both (un)favorable ways



Weighted Training

• We observed the hallucinated data 
points show higher Entropy and lower 
LogProb.

• We propose a training method with the 
loss weighted by LogProb and Entropy of 
each data point.
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Weighted Training

• Compare with 4 baselines
• Unweighted: Usual training

• CTRL: Control-token based method for knowledge grounded dialogue

• Truncation: Truncate high-loss data points for summarization

• mFACT: Weight loss with faithfulness score for summarization

• On 3 data sets
• WOW, FaithDial: Knowledge grounded dialogue data sets

• MediQA: Summarization + QA data set

• With 4 faithfulness metrics and 3 general text quality measures
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Weighted Training

• Our method improves faithfulness while maintaining overall text quality.

• It also shows general applicability through various tasks.
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Key Takeaways

• PLMs generally return distinguishable distributions to 
unfaithfully hallucinated texts

• NLPers should check the size and training effect before 
adopting the models

• We derive a simple but effective training method which enhance 
the model faithfulness
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