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« Empirically verify the emergent linear separability between seen and unseen data points
oLl NG | « Theoretically show the relationship between "unseen-ness” and the separating hyperplane
« Based on these findings, we propose and evaluate the novel geometric uncertainty
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* Notations
* P,;, P,, 4. Probability distributions over R¢

* E = {eq,...,ex}: A set of the last-layer encodings of training dataset, e; € R?
o l-(x) = L, where < w,¢p(x) >—-b =+1and<w,e > —b < —1, Ve € E if such w exists

[lw]
(In other words, w and b represents a separating hyperplane between x and E)

e Theorem

e If <w,p(x)><b,P;y;—a.s.,and P,,ql<w,d(x') >= b] > e forsomee > 0,
id ood
(In other words, there exists a (at least partial) domain mismatch between P;; and P,,,;)

* Then, UB(lE(x)) < UB(lg(x")) for x~P;;,x'~P,,4 and UB: upper bound.

Theory:.  As this characteristic is desirable for uncertainty quantification, we define [z (x) as the
Geometric Geometric Uncertainty.
Uncertainty  Intuitively, ﬁ represents the closest distance between data points and the hyperplane.

» This theorem is supported by the classical statistical learning theory-like proposition.

* Proposition
e LetD = {(x;, ¥}, withy; =—-1,vi=1,..,N—1andyy = +1
» Assume x;~P[x|y = —1],i.i.d. and xy~P[x|y = +1] with x; € R% and HxiH <B
« Assume the linear classifier< x;,w > —-b< -1,Vi=1,..,N—1and < xy,w > +b = +1
* Then for zero-one loss L(x, y; w, b) = 1gsanj<x,w> b=y}, With probability 1 — 6,
E[L(x,y;w,b)] < C,|Iwl|| + Co, where C,, C;: constants

(Usually, this form of theory is used to bound the error term, but we reversely use it to bound ||w]])

. 00D Detection in | CIFAR10 CIFAR100 ImageNet
image classifi- W Near Far Near Far
cation using W 89.89 94.80 81.63 83.84 74.16 93.06
(Wide-) ResNet 92.09 94.01 82.55 82.36 75.68 93.22
(AUROC) * 91.77 94.20 83.01 82.46 78.47 91.54
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